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ABSTRACT 
Difficulties in living in a different culture are caused by 
different patterns of thinking, feeling and potential actions. 
A good way to experience cultural immersion is to walk in 
a crowd. This paper proposes a simulated crowd as a novel 
tool for allowing people to practice culture-specific 
nonverbal communication behaviors. We present a 
conceptual framework of a simulated crowd using an 
immersive interactive environment. We discuss technical 
challenges concerning a simulated crowd, including real-
time eye gaze recognition in a dynamic moving situation, 
sensing of nonverbal behaviors using multiple range 
sensors, and behavior generation based on novel temporal 
data mining algorithms. 
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INTRODUCTION 
In daily life, humans use nonverbal communication to 
expand the meaning of verbal feelings. Eye movement 
plays a critical role. It helps the actor to both effectively and 
efficiently communicate her/his intention to the partner 
without speaking.  

As pointed out by Knapp and Hall [1], nonverbal behaviors 
depend on numerous factors, including age, status, gender, 
role, context, emotion, mood, personality, and cultural 
background. When one enters another culture, s/he might 
feel uneasy from time to time until s/he has learned the 
patterns of thinking, feeling and potential actions shared in 
that culture [2].  

Practice is often better than precept. A good way to practice 
culture is to walk in a crowd in which one need to pay 
attention to culture-specific nonverbal signals by which 
people cooperate or negotiate with each other to avoid 
collision and achieve the respective goals.  

This paper proposes a simulated crowd as a novel tool for 
allowing people to practice culture-specific nonverbal 
communication behaviors. A simulated crowd can be 
characterized as one possible instantiation of synthetic 
culture [3], which specifies an artificial environment 
habited by synthetic agents behaving according to a 
parameterized norm. To realize a simulated crowd, we 
introduce an immersive interactive environment. We 
discuss real-time eye gaze recognition in a dynamic moving 
situation, sensing of nonverbal behaviors using multiple 
range sensors, and behavior generation based on novel 
temporal data mining algorithms as key technical 
contributions. 

In what follows, we first discuss how nonverbal 
communication depends on culture. Then we introduce the 
idea of synthetic culture and simulated crowd as its 
instantiation. We then present the realization of simulated 
crowd using an immersive interaction environment.  Finally, 
we discuss technical challenges together with preliminary 
results.   

NONVERBAL COMMUNICATION 
Nonverbal communication “involves those nonverbal 
stimuli in a communication setting that are generated by 
both the source (speaker) and his or her use of the 
environment and that have potential message value for the 
source or receiver (listener)” [4].  

In principle, sending and receiving of messages occur in a 
variety of ways without the use of verbal codes, i.e., touch 
eye contact (eye gaze), volume, vocal nuance, proximity, 
gestures, facial expression, pause (silence), intonation, 
posture and smell. There are two basic categories of non-
verbal language, nonverbal messages produced by the body 
and nonverbal messages produced by the broad setting 
(time, space, silence). 
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Eyes not only function to see things but also serve as a 
stimulus to be seen by others. Eye gaze cues are used to 
make inferences about others' cognitive activity, including 
their focus of attention, intention, desire, and knowledge 
about the current state of affairs. Kleinke [5] summarized 
how gaze functions (a) provide information, (b) regulate 
interaction, (c) express intimacy, (d) exercise social control, 
and (e) facilitate service and task goals. One of the 
important roles of eye gaze is as a social cue guiding 
attention. People share information about intentions and 
future actions using eye gaze.  

Communicative functions implying future actions are 
particularly important in situations where a person is 
moving with others, such as playing sports, collaborating in 
physical tasks or walking in a crowd. The eye gaze 
manages the directions and the timing that people move and 
provides their intentions as to whether each person accepts 
the movement or not. The most significant point is that we 
can communicate that information in a short time by using 
eye gaze and other information. The function of eye gaze 
plays an important role in establishing quick and smooth 
interaction among the people.  

Since nonverbal communication is rather polysemic, 
integrating multiple modalities is mandatory for robust 
interpretation of nonverbal behaviors. Morency et al [6] 
constructed a probabilistic model which predicts when to 
give listener backchannel using not only eye-gaze of the 
speaker but also the prosody and spoken words. They 
achieved better prediction of visual backchannel cues than 
previous studies by enabling the system to automatically 
select the relevant features. Huang et al [7] also used 
multimodal cues to realize a quiz agent that is attentive to 
its users’ situation. They used audio and visual information 
to estimate the atmosphere of the interaction and who 
among the users is leading the conversation. They changed 
the agent’s behavior according to those barometers. We 
believe the multi-modal information is very useful for our 
setting as well because we obviously use not only eye gaze 
but also some other cues to walk through the real crowd 
without conflicts. To infer the situation of the leaner, we 
propose using multi-modal information such as eye gaze, 
hand gesture, head direction, and torso direction. 

Maia et al [8] devised an experiment to study the impact of 
eye gaze of humanoid avatars in conversation. They set four 
conditions: video, audio-only, random-gaze avatar and 
informed-gaze avatar. The four experiments compared the 
impact between avatar and non-avatar communication 
conditions. The informed-gaze avatar can relate the agent’s 
eye gaze and conversation better than the random-gaze 
avatar.  They concluded that the best result of the 
conversation is on agent who can relate the gaze to the 
conversation.   

CULTURAL DIFFERENCES IN NONVERBAL 
COMMUNICATION 
Different cultures have different type of communicative 
expressions, where verbal and nonverbal behavior is 

different. For instance, in some cultures standing close 
shows a familiar relationship between people. On the other 
hand, other cultures consider standing close as being rude. 
There are also differences in gestures, touching behaviors 
and eye gaze patterns [1]. 

Fehr and Exline [9] suggested that gaze is associated with 
dominance, power, or aggression. For example, when 
people are in the crowd or an elevator, they can adjust their 
personal space if they agree or limit eye contact [10].  Eye 
gaze has different meaning in each culture. Argyle et al [11] 
reported that English and Italians use direct eye gaze during 
conversation, whereas for Japanese and Chinese from Hong 
Kong seldom use direct eye contact in conversation. 
Watson [12] classified two categories, “contact culture” and 
“noncontact culture”. Contact cultures such as Arabs, Latin 
Americans and Southern Europeans engage in more gaze, 
touch and close interpersonal distance during conversation 
than noncontact cultures.  

The behavior of a human crowd is diverse. For example, the 
differences of Thai and Japanese culture in a crowd are 
walking speed, posture and eye contact. There is evidence 
that walking speed differs across cultures[13] Preliminary 
through observation, the posture of walking of Japanese 
people seems more gentle and graceful than Thai people, 
and eye contact of Japanese people is focused more toward 
their destination more than Thai people. 

In the physical age, the learner has had to go to a different 
country for observation, recognition, and imitation of 
cultural behavior, if they would like to practice nonverbal 
culture. In the information age, however, we can use a 
simulated system to represent the virtual world where 
human communication takes place in a different place, 
culture and language. The virtual world allows us to design 
various types of synthetic culture which are introduced in 
the next section. 

Christopher [14] presented the theory of mind which is used 
as a computing process of agent behavior. This theory 
controls agent interaction behavior, their eye, head and 
body directions, locomotion and greeting gestures. The 
direction detector detects the agent’s eye gaze, i.e., direct or 
averted. The intentionality detector decides if the goal 
object is the desired one. Theory is the module store of the 
mental state of the agent. The result of this module is based 
on the interaction between the agents. In our approach, we 
use cultural behavior as agent behavior. The selection of 
suitable agent reaction behavior is for future work. The 
proper selection of agent behavior is based on cultural.  

SYNTHETIC CULTURE  
The idea of synthetic culture has been put forward by 
Hofstede [3] and is described as “role profiles for enacting 
dimensions of national culture”. Hofstede [2] defines five 
dimension of national culture based on then aspect of each 
culture when measure relative with other cultures. 



 

 

 

 

Dimension 1 Power distance. High power distance cultures 
believe the power in institution is distribute unequally. 

Dimension 2 Individualism versus collectivism. This 
represents the difference between people. The collectivism 
culture feels about in-group or out-group. 

Dimension 3 Masculinity versus femininity or achievement 
oriented versus cooperation oriented. This dimension 
describes how gender influences roles. In high femininity 
cultures both genders are assume to be cooperation oriented. 

Dimension 4 Uncertainty avoidance. Weak uncertainty 
avoidance cultures believe “what is different is curious”, 
but strong uncertainty avoidance cultures tend to think 
“what is different thing is curious is dangerous”. 

Dimension 5 Long-term versus short-term orientation. 
Long-term orientation cultures are driven by future-
orientation (perseverance and thrift), while short-term 
orientation refers to cultures that are driven by past and 
present-orientation (respect for tradition). 

Synthetic culture “does not exist in reality”, but only exists 
in a gaming or training context. Hofstede himself gave ten 
such profiles of synthetic cultures, which could be of use in 
simulation and games. 
The ten Synthetic-Culture Profiles [3] extend from the five 
dimension of national culture.  
Dimension 1 Power Distance: Hipow is high power distance 
culture. Lopow is low power distance. 
Dimension 2: Indiv is highly individualistic. Collec is 
extremely collectivity. 
Dimension 3: Achievor is highly achievement orientation. 
Caror is highly cooperation orientation. 
Dimension 4: Uncavo is strong uncertainty avoidance. 
Unctol is weak uncertainty avoidance. 
Dimension 5: Lotor is absolutely long-term orientation and 
Shotor is very short-term orientation. 

The variety characters are considered in the ten Synthetic-
Culture Profiles and eye gaze is an important expression of 
many intentions. For instance, the expression of interest in 
Hipow is positive and animated, with no eye contact but the 
expression of interesting Lopow is animated, with eye 
contact and interjections. It is clear that the way to express 
the same intention is different in a contrary synthetic 
culture.         

The concept of synthetic cultures is useful for the analysis 
of different cultures and intercultural awareness. In 
particular, our goal is to create agents which exhibit cultural 
attributes. Although infusing agents with these 
characteristics is difficult, synthetic cultures give us a 
method to achieve this by not having to recreate complex 
social norms, experiences or behavior that has been built 
throughout many generations. Using eye gaze is just one of 
the initial steps which we can take to achieve agents that 
possess cultural attributes. For example, we may find that 
avoidance behavior can be expressed through the lack of 
eye contact. In this case, a synthetic culture can be created 

which uses eye gaze in a way that can be recognized by the 
learner. By the same token, agents with a synthetic culture 
may recognize eye gaze from the learner and react to it 
accordingly.  

SIMULATED CROWD AS AN INSTANTIATION OF 
SYNTHIC CULTURE 
The simulated crowd is an instantiation of synthetic culture 
in which the learner can gain virtual experiences with a 
culture through interaction with synthetic characters that 
behave according to the parametric model of the culture. It 
allows the learner to interact with characters that embody 
various kinds of the behavior in the given culture. Figure 1 
shows a person who is interested in nonverbal behavior in a 
different culture in the synthetic crowd. From the 
information above, we can create scenarios and role plays 
to drive learners to understand the differences of people 
from other cultures. In figure 1, the learner walks through 
the crowd among many people with varying cultures. Due 
to learner observation of nonverbal behavior, s/he can 
interact with people in the synthetic crowd.  

 

Figure 1. Synthetic Crowd and learner. 

Klaus Dorfmueller-Ulhaas [15] developed an immersive 3D 
game consist of a 3D projection screen with shutter-glasses, 
a 3D sound system and an optical tracking system. Their 
system created a crowd simulation for a 3D game. The 
player controls his upper body and avoids the characters in 
crowd. The 3D technique is an ideal interaction for a player. 
s/he feel not only width and height but also depth on the 
screen. From this research we know this type of 
environment is important for a learning system. 

We plan to set the environment to enclose the learner like 
s/he is walking among people in the crowd. We use the 
learner’s head direction as the future walking direction of 
learner. When the learner walks, s/he feels like they are 
walking through real crowd. We set various actions for 
agent behavior. The learner can observe the agent behavior 
for learning and recognizing the cultural behavior in a 
crowd or interacting with the agent such as walking close to, 
looking at, waving their hand to the agent.  

Figure 2 shows our implementation of a simulated crowd 
using an immersive display system. The learner is among 
the virtual crowd. The player walks through the crowd for 
play the game. This research is a good example of walking 



 

 

 

 

in crowd.  For our approach we discuss a including 
nonverbal behavior from a variety of cultures into an agent. 
The learner can then practice interaction with various 
cultural agents.    

    
Figure 2. Implementation of a simulated crowd using an 

immersive display 
 

One may or may not display an avatar of the learner on the 
screen. In the avatar mode, both the agent and avatar 
represented learner are displayed on the screen as figure 
3(a). In contrast, there is only agent on the screen in non-
avatar mode as figure 3(b). From the learner’s viewpoint, 
non-avatar mode represents a directly mutual the gaze 
between learner and agent (on the screen). Moreover, user 
distance is directly detected from the length between user 
and screen. On the other hand, in avatar mode the user sees 
both the avatar and the agent. The learner interprets the 
distance between the avatar and the agent on the screen. 
The learner’s gaze need to be mapped as the avatar 
behavior and the learner is expected to interpret the gaze 
interaction of the avatar and the agent. In this approach we 
selected the non-avatar be proper in the initial step. 
However each approach has its own advantages and 
disadvantages, we will decide the best solution for the 
system in future interactions.    

 
(a)      (b) 

Figure 3. show avatar and the agent on the screen 
(a) with-avatar (b) without-avatar Mode 

We focus on several scenarios that are possible for 
investigating eye-gaze and the simulation of crowds. The 
following is one such scenario as the simple act of walking 
past a person coming from the opposite direction. For 
illustrate the scenario in figure 2-4, the avatar is a man on 
the left (in figure 2) and the agent is a woman in the right 
(in the figure 2). We show both the avatar and the agent on 
the screen because the interaction between them is mapped 
in the immersive environment.  

Step 1: In figure 4, the agent recognizes the learner walking 
towards them and can see that they are going to collide if 
they keep going along their current paths. It reasons that 
somebody will have to change direction if the goals of both 
parties are to be achieved. 

 
Figure 4. Step 1: recognizing the situation 

Step 2: The agent observes the learner and recognizes via 
eye gaze that the learner cannot see the agent. In figure 5, 
the learner looks down and cannot see the agent, causing 
the agent to change his walking direction. 

 
Figure 5. Step 2: Checking each other 

Step 3: The agent subtly motions with their body that they 
are changing direction, while checking the gaze of the 
learner to see if they recognize their action. On the other 
hand, the agent may also recognize the subtle movement of 
the learner and use eye gaze to acknowledge their intention 
as the figure 6.  

 
Figure 6. Step 3: Collision avoidance by changing motion 



 

 

 

 

Step 4: Figure 7 is when the agent is sure that collision can 
be avoided, both parties’ goals can be achieved, and the 
agent continues, reverting to its higher level goal. 

 
Figure 7. Step 4: Confirmation of the safety 

The above scenario involves activities that we take for 
granted in everyday life. Humans instinctively manage to 
achieve this many times in a day, through subtle non-verbal 
interactions and eye gaze. These gestures must be able to be 
identified quickly and an appropriate action performed, in 
order for agents to react accordingly in those situations. 

Eye gaze and behavior differ across cultures using this 
scenario. We can use the virtual environment to create a 
number of similar scenarios in which eye-gaze coordinates 
human behavior. 

Simulated crowd in immersive interaction environment 
We are building a system that implements a simulated 
crowd using an immersive interaction environment. It 
permits the learner to achieve a goal by using eye gaze and 
multiple actions of nonverbal behavior. Our main focus is 
to create agents that can exhibit cultural behavior by 
characterizing synthetic cultural attributes.  

The immersive interaction environment consists of 7 
immersive displays, 4 range sensors and 3 top-down 
cameras. The immersive environment is shown in Figure 7. 
The immersive display screens the simulated crowd around 
the learner. There are 7 immersive displays for represent in 
315 degrees. We use a regular octagon less one display for 
use as the immersive environment entrance. When we use 
the scenario for training, the learner has a 315 degree view 
of the scenario of the immersive crowd (Figure 8).  

 

 
Figure 8. The immersive environment 

 

The range sensors and top-down cameras are used for 
capturing learner behavior e.g. the direction of the head (as 
the eye gaze direction), walking speed and position of the 
learner in the immersive environment. We apply this 
behavior as an input of the nonverbal communication 
behavior learning system. The learner can interact with the 
system in 315-degree as well. Range sensors are the optimal 
sensing devices for our environment because they give us 
distance information in real time without any complicated 
calculation. This enables us to easily distinguish the leaner 
who stands in the cylindrical display from other people who 
are possibly shown on the display. Contact-type sensors are 
powerful but inadequate for our environment since they 
possibly prevent the leaner from acting freely. Among 
various contactless sensors, optical motion sensors will 
allow us to easily capture the motion of people. However, 
they cannot properly get data when the markers are hidden 
by something. In order to deal with this problem, we must 
place many cameras and try to observe the person from 
various points. We, however, cannot use optical motion 
sensors in this study because we try to capture the motion 
of a leaner, who is in a cylindrical display and the places for 
putting cameras are limited in such an environment. 

Figure 9 represents the system architecture that we plan to 
implement for simulated crowd. The system is designed to 
recognize head gesture, torso, eye movement, and hand 
gesture and generate the behaviors of multiple synthetic 
characters based on the game script. A machine learning 
system (temporal data mining) is used to extract patterns 
from the log of the user-agent interactions to generate an 
action model of the synthetic characters. The simulated 
crowd has not been implemented but we have started to 
develop some techniques for supporting the simulated 
crowd learning system. Ohmoto et al implemented head 
gesture recognition and torso recognition [16]. This 
approach focused on eye movement recognition for interact 
ion with an agent and part of a learning system.  

 
 

Figure 9.  The system diagram 
 

We now discuss three technical problems that we have to 
address in order to realize the idea mentioned above: real-
time eye gaze recognition in a dynamic moving situation, 
sensing of nonverbal behaviors using multiple range 
sensors, and behavior generation based on novel temporal 
data mining algorithms.      



 

 

 

 

REAL-TIME GAZE ESTIMATION IN MOVING SITUATION 
SUCH AS WALKING IN A CROWD. 
When humans walk, they usually look towards the front. 
However, humans are not always gazing at the direction 
because peripheral vision is often used to recognize their 
surroundings, especially when they are moving in a crowd. 
While humans are walking in a crowd, they have to 
communicate with each other in following manner; they 
recognize whether they have eye contact, they imply their 
future walking directions (future action) using their eye 
gaze, and they give their acceptance if necessary. Mutual 
eye gaze occurs when human are looking at each other. 
Normally, mutual eye gaze helps human organize 
interaction [17]. In a crowd, sometimes when mutual eye 
gaze occurs, humans cannot predict the future walking 
direction of each other because they are seeing each other 
and cannot recognize the other eye direction which cues the 
future walking direction. We often avoid collisions by 
quickly looking in at the future direction. This point is one 
challenge of our research for developing the simulated 
crowd. 

When learner walk in the simulated crowd, the system has 
to capture learner behaviors such as eye gaze, head gesture, 
hand gesture and torso movement. While the learners are 
walking in the simulated crowd, the main challenge is to 
develop a method recognizing the object which the learner 
is actually watching in real-time. 

There are many eye gaze recognition techniques [18-21]. 
Some of this research uses the front of the face as the input 
to gaze recognition. There are many process to recognize 
gaze e.g. face detection, eye detection, and eye gaze 
analysis.  

The users of many gaze direction measuring systems have 
to wear some devices or fix their head in a small region for 
measurement. These conditions prevent natural 
communication. On the other hand, the precise measuring 
of gaze direction by using image processing is a time-
consuming process.  

The recognition of precise gaze direction is less important 
than recognizing whether the agent is watching the learner 
or whether the learner is watching the agent in a simulated 
crowd. Therefore, we roughly approximate gaze direction 
by head direction by taking the time to integrate 
information such as the learner’s eye movements, the 
agent’s gaze direction and the timing of their movements.  

Our prototype [16] measuring system can detect the 
learner’s head direction and eye movements in 20 frames 
per second at least. The prototype system spends most of 
the time detecting head direction. The body motion 
measuring system can already detect head direction. The 
implementation of eye movement detection is left for future 
research     

REAL-TIME ESTIMATION OF THE LEARNER'S 3D 
MOVEMENT 
The estimation of leaner behavior will be calculated from 
the learner’s 3D movement. Learner movements are 
captured from multi range sensors. Movement data is 
interpreted for the input of the learning system.  

There are two main difficulties in achieving this. One is that 
since the learner can exhibit various behaviors in the 
situation, some parts of the learner’s body can often be 
hidden by other parts, and this prevents us from accurate 
tracking. The other is that the tracking process usually 
requires a good deal of computational time, and it is 
difficult to develop a tracking algorithm which works in a 
reasonable computational time. 

   
(a)                       (b) 

Figure 10. (a) The configuration of the 4 range sensors. 
(b) Distance image (left) and amplitude image(right) 

measured by each range sensor in Figure 9. (a) 
We need to realize accurate and robust sensing of the 
learner’s motion by using multiple range sensors. We can 
deal with the problem of occlusion by setting multiple 
range sensors at mutually complementary position and 
integrating them. Our configuration of the 4 range sensors 
is shown in Figure 10 (a), and distance and amplitude 
images measured by each range sensor are shown in Figure 
10 (b). In order to track the learner’s motion, we use the 3D 
human body model which consists of 7 body parts; torso, 
head, upper arms, lower arms, and lower abdomens (see 
Figure 11). These parts are approximated by hemisphere 
cylinders or elliptic cylinders. We update the rotation 
matrices and translation vectors of each body parts to fit the 
learner’s posture at each frame. 
 

 
Figure 11. The 3D human body model we use. 

 



 

 

 

 

 
Figure 12. Some examples of recognized body parts 

 

BEHAVIOR GENERATION BASED ON MACHINE 
LEARNING APPROACH 
Agents have to generate appropriate actions (behavior) 
corresponding to the user's behavior. To generate 
appropriate actions, we have to model the correlation 
between the user's multimodal nonverbal pattern and the 
behavior of the agent. We call this the correlation 
interaction rule. The numbers of nonverbal patterns which 
each user uses are unknown because the behavior of users 
changes depending on the situation and task. Thus it is 
difficult to define the model prior to execution.   

Mohammad and Nishida proposed a novel unsupervised 
learning technique [22, 23] for discovering the interaction 
rule from interaction data which is obtained from sensors. It 
allows for modeling of the user's gesture command, with 
the robot's action corresponding to the gesture and their 
association [22]. A constrained motif discovery algorithm 
elicits gestures and action patterns from continuous time-
series data.  

Okada et al proposed an incremental clustering approach: 
Hidden Markov Model based Self-Organizing Incremental 
Neural Network (HB-SOINN) [23]. HB-SOINN is a hybrid 
approach which integrates a self-organizing incremental 
neural network (SOINN), a tool for incremental clustering, 
and HMM which is used for modeling of time-series data. 
HB-SOINN has markedly improved the clustering 
performance over that of traditional clustering methods. 
However, HB-SOINN cannot be applied for continuous 
time-series data.  

We plan to realize an incremental motif discovery 
algorithm by integrating CMD and HB-SOINN for 
discovering the interaction rule from multimodal interaction 
data which is obtained from sensors. Figure 13 shows the 
procedure of the machine learning approach.  

The main idea of our approach for behavior generation is to 
learn the interaction model in three main steps which in we 
plan to realize (observing, learning and acting) the same 
manner as the approach which is proposed in [22]. The 
inputs to our system are the learner's behavior (nonverbal 
patterns) and the agent's action sequence; both are 
continuous multi-modal time series data. Each modal time-
series data is multidimensional. The learning is 
accomplished in three main phases. First, during the 
discovery phase the input streams are segmented into 

meaningful primitive patterns and converted into a discrete 
integer sequence. Second during the association phase, the 
discrete integer sequence is analyzed to find associations 
and correlations between learner and agent behaviors and 
this information is used to build the behavior generation 
model. The discovery phase is done using a novel 
constrained motif discovery algorithm based on HB-SOINN 
[23]. 
The association phase is done using simple Bayesian 
network induction. The controller generation phase is done 
by modeling actions using Hidden Markov Models. We 
take into account the correlation between learner and agent 
behaviors. To implement the incremental multimodal motif 
discovery, we need a method for matching between 
multimodal patterns and a clustering approach for 
multimodal patterns. We plan to implement a new kernel 
for calculating the similarity between multimodal patterns. 

Gesture
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Head Action
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User
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Correlation 1 Correlation 2

Posture
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Multi modal patterns discovery

 
Figure 13. The procedure of proposed machine learning 

approach 
CONCLUSION 
This paper presents our research concept for developing 
nonverbal communication in a cultural learning system. 
When the learner walks through the simulated crowd, s/he 
will observe the agents in different culture behavior and 
interact with agent in real-time.  The scenarios are created 
for helping the learner understand the culture. Eye gaze is 
important nonverbal behavior because humans usually use 
eye gaze for explanation or emotion. For eye gaze 
estimation we plan to analyze head direction that we have 
implemented as our prototype but for this approach real-
time eye estimation is required. This issue is our challenge. 
We will use real-time estimation of the learner’s movement 
to recognize the torso movement. Currently we have 
developed human body detection. The challenge of this 
process each identifying part of the learner body. The last 
technique described in this paper is behavior generation 
based on a machine learning approach; this technique 
generates an appropriate agent behavior corresponding to 
the learner's behavior. The learning system requires more 



 

 

 

 

technique required but for the initial step we propose only 
the technique that we have been implementing.      
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